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ABSTRACT

The take-off of an aircraft is one of the most dangerous flight
phases, as failures and adverse environmental conditions can
lead to a catastrophe. Should abnormal events occur during
the roll phase, the crew or the flight computer has to make the
decision if the take-off can be safely rejected and the aircraft
can brake and come to a standstill on the runway, or if the
take-off has to be attempted in any case.

This decision has to be made instantaneously upon the esti-
mate of the current state of the aircraft, using available sensor
data under noise and potential failure conditions. In order to
do so, at any time during the roll phase, a prediction has to
be made, if the aircraft can come to a safe stop within the
boundaries of the runway.

In this paper, we formulate this decision making task as an on-
line prognostics problem and develop a model-based archi-
tecture that allows us to perform a probabilistic prediction of
the aircraft’s braking distance given the current aircraft state.
We are using particle filter and Monte-Carlo based prediction
algorithms. Because this task has to be performed in real-time
on the on-board flight computer, computational resources are
very restricted. We therefore propose several models of in-
creasing fidelity, which have substantially different computa-
tional footprints and exhibit different levels of accuracy that
can impose severe restrictions on the handling of uncertain-
ties and on the failures that can be modeled.

1. INTRODUCTION

For any aircraft, take-off is one of the flight-phases with high-
est risk. According to (Boston Globe, 2014), NTSB records
reaching back to 1982 reveal that the take-off is the second
riskiest flight phase (14,201 incidents) after landing (17,914).
Catastrophic accidents during take-off have been caused by
wake turbulence of a preceding aircraft (National Transporta-
tion Safety Board, 2004), obstacles on the runway (for exam-
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ple, Concorde AF4590 (Bureau Enquêtes-Accidents, 2000)
or (Netherlands Aviation Safety Board, 1978)), sudden moves
of center of gravity (National Transportation Safety Board,
2015), or incorrect take-off configurations (Comisión de In-
vestigación de Accidentes e Incidentes de Aviación Civil,
2008; National Transportation Safety Board, 1988).

Other dangerous situations can include high air temperatures
(Fortune, 2017), icy or wet runways, blown tires, failing
brakes, covered/blocked Pitot tubes (Australian Transporta-
tion Safety Board, 2016; Hinson, 1996; Directorate General
of Air Transport, 1996), as well as errors during pre-take-
off calculation of the take-off parameters (Hughes & Godley,
2011). Finally, tail strikes during take-off can damage the
aircraft.

The take-off phase is particularly risky, because a decision
about performing a take-off or aborting (rejecting) it must be
done within a very short time-frame, taking current aircraft
status (e.g., speed), aircraft configuration (e.g., weight), as
well as environmental issues (e.g., wet or icy runway) and
failures (e.g., failed engine) into account.

The entire take-off procedure consists of a ground roll phase,
where the aircraft accelerates, a rotation phase, and an ini-
tial climb phase, which ends once the aircraft has reached an
altitude of 35 ft above ground level (AGL) and the aircraft
reaches the take-off safety speed V2 (U.S. National Archives
and Records Administration, 1965, 14CFR25.111).

Only during the initial ground roll, a safe take-off rejection
is possible. Usually, flight procedures (Federal Avation Ad-
ministration, 2016) are guided by a pre-calculated and fixed
decision speed V1. If the aircraft during take-off run has not
yet reached V1, a safe abort is possible and the aircraft can
come to a standstill before the runway ends. This abort cri-
terion implicitly assumes that the aircraft accelerates reason-
ably on the runway, which is intuitively monitored by the pi-
lot throughout take-off run. After passing V1 the pilot will
have to attempt a take-off, even with one engine off. For an
unmanned aircraft (UAV), the three phases of take-off are the
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same. However, all decisions have to be taken by the flight-
control software as no pilot is on board. Even a ground op-
erator might not be a means for adequate mitigation as he
or she does not have any haptic feedback of the behavior of
the system and therefore has only limited situational aware-
ness. Therefore, a better solution, in addition to a ground op-
erator, is to automatically monitor the current situation with
respect to the take-off process and evaluate the risks and con-
sequences of alternative decisions. On today’s UAVs a large
amount of sensor measurements and information is already
available, which can be used for this task.

In essence, the determination if a take-off can be executed
or rejected safely corresponds to a prediction problem: given
the current state of the aircraft (position, speed, failures, etc.),
what is the probability Pto that a take-off can be done safely
(according to the regulations), and what is the probability
Prej that a reject and brake maneuver can slow down the
aircraft sufficiently such that it comes to a standstill on the
runway? As soon as one of those probabilities, Pto and Prej ,
becomes smaller than a certain threshold, a decision must be
made.

Since failures and uncertainties can occur on both possible
actions, a single and fixed speed V1 is not universally suited
to make that decision. For example, engine problems, locked
brakes, or heavy head-wind can cause the aircraft to accel-
erate slower than expected. So, when finally V1 has been
reached, the aircraft is at a location, where the remaining run-
way distance does not suffice to stop safely. Therefore, (U.S.
National Archives and Records Administration, 1965) takes
the failure of one engine into account for the calculation of
V1, but no other effects.

In our approach, we do not calculate V1. Rather, at each mo-
ment during the take-off run we calculate the necessary re-
maining safety distances and their probabilities for accepted
and rejected take-off. For this problem, noise as well as
numerous sources of uncertainties (e.g., wet or icy runway,
wind, turbulence, or failures) have to be taken into account.
We therefore estimate the probability density of the required
remaining runway distance for both possible actions.

In this paper, we address this problem using model-based
prognostics techniques, which allow us to use physical dy-
namics models for the aircraft acceleration and brake behav-
ior as well as probabilistic models for failures and environ-
mental influences. We develop an architecture for a take-off
monitoring system that uses particle filters for state estima-
tion and prediction, and which can provide the necessary in-
formation to support the on-board decision-making logic that
ultimately will accept or actively reject the take-off. This soft-
ware algorithm will be running on the on-board flight com-
puter to be able to produce its results in real time. Since par-
ticle filters and Monte Carlo-based prediction algorithms re-
quire substantial computational resources, we propose to use

models of different complexity to optimize the computational
burden without sacrificing too much accuracy and confidence.

In this paper, we will address the following research question:

• Can our model-based approach be used to predict prob-
ability distributions for safe take-off and stopping dis-
tances in the nominal case, under wind/turbulence, and
under analyzed failure modes (e.g., engine failure, brake
failure)?

In order to address our research question, models at varying
fidelity are presented in this paper. However, only one model,
namely model M3, is assessed in detail in the context of this
paper, as the others are still subject of research.

The remainder of this paper is structured as follows: Section 2
gives an introduction into the phases of a typical aircraft take-
off procedure and provides a short overview on state estima-
tion and prognostics. In Section 3, we present the model-
based architecture of our monitoring system and the under-
lying algorithms for prediction and resampling. Section 4
focuses on our models M1, . . . ,M4 of increasing accuracy
and computational footprint. In Section 5 we show results of
simulation experiments. Section 6 discusses related work and
Section 7 presents future work and concludes.

2. BACKGROUND

2.1. Take-off Phases and Procedures

V2

VR VLOF
35ft AGL

V = 0

sacc srej ss

V ′1V1

lrwy

Figure 1. Phases of successful (green) and rejected take-off
(red).

Figure 1 shows the typical phases of the take-off. The aircraft
starts accelerating and reaches after some time the rotation
speed VR. Then, the aircraft rotates, reaching lift-off speed
VLOF , then climbs to a height of 35 ft AGL, where it reaches
speed V2. This successful (accepted) take-off is shown as a
green line in Figure 1. If the take-off needs to be rejected,
that decision must be made before or at the point in time when
speed V1 has been reached. To compensate pilot reaction time
and engine spin-down, that speed is assumed to stay constant
for 2 seconds (U.S. National Archives and Records Admin-
istration, 1965). Then the aircraft slows down and comes to
a stop after a distance srej before the end of the runway has
been reached. Figure 1 (red line) shows a rejected take-off
performed at the latest safe point in time.

To ensure a safe take-off, regulations like (U.S. National
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Archives and Records Administration, 1965) define neces-
sary runway distances and the selection of different V-speeds.
The decision speed has to be lower than the rotation speed,
thus, a rejected take-off may only be performed during the
ground acceleration phase. Lift-off speed VLOF and V2 must
provide a sufficient margin to stall and minimum control
speeds.

Figure 2 shows typical profiles of speed V and runway posi-
tion s for accepted and rejected take-offs under different wind
conditions. Other external influences like tire pressure or
(brake) failures can also strongly change these profiles. With-
out wind, the aircraft reaches V1 at a point in time when the
aircraft is at position sacc and can lift off or come to a stand-
still before the end of the runway lrwy (Figure 2A). Safe ac-
cept (green) or reject (red) is possible. In Figure 2B, a strong
headwind slows down the acceleration so much that when V1
is reached, the aircraft can neither stop safely nor take off
safely (blue arrows). In order to avoid such situations, our
approach will not base the reject decision on V1 but rather on
the probability distributions of the required remaining run-
way distance for each of the two possible actions (take-off
continue or abort).

A t
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lrwy

V1

Vr
Vlof

V2
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B

lrwy
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t

t

V

s
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Figure 2. (A) Speed V and position s over time for accepted
take-off (green) and rejected take-off (red). The aircraft takes
off and comes to a standstill at sacc +srej well before the end
of the runway. (B) Strong headwind slows down acceleration,
so that a decision at V1 comes too late. Runway overruns oc-
cur in attempts to accept and reject the take-off (blue arrows).

2.2. State Estimation and Prognostics

In this paper, we formulate the task of estimating the take-off
and stopping distance of the aircraft as a prognostics problem,
similar to the estimation of RUL (Rest of Useful Life) for
system components like a battery (Daigle & Kulkarni, 2013).

In general, the prognostics task of estimating the most likely
values of RUL and their probability distribution is performed
by three distinct components (Jouin, Gouriveau, Hissel, Péra,
& Zerhouni, 2016) as shown in Figure 3: at time k, based
upon a sequence of measurements z1,...,k and commands
u1,...,k, the system is identified by parameters θk. A detailed
(partially observable) state X can be reconstructed using the
system model and the parameters θk. This information now
can be used to perform the actual prognosis: the estimation

State

Update
Prognosis

z1...k

uk+1...k+h

θk
X

θ′

u1...k

Identification Reconstruction

Figure 3. A generic prognostics architecture

of the desired value (e.g., RUL) based upon the current esti-
mated state of the system (X, θ′), given expected command
inputs uk+1, . . . , uk+h for the time until the prognosis hori-
zon h.

In a model-based prognostics framework, typically filters
(e.g., Kalman filters or particle filters) are used for identifi-
cation and state reconstruction, and probabilistic algorithms
are used for the proper prognosis (Jouin et al., 2016).

3. ARCHITECTURE OF THE MONITOR

For our take-off monitor, we have designed an architecture
(Figure 4) that is based upon a typical prognostics architec-
ture shown in Figure 3 above. Sensors mounted on the aircraft
are used to estimate the aircraft’s position, speed, and atti-
tude. Typically, available sensors include inertial navigation,
air data systems, and GNSS (e.g., GPS) sensors. Often, fil-
tered values are generated by a NAV filter (usually a Kalman
filter) in the flight computer. In our case, these filtered val-
ues were directly available for processing. Wind speed, wind
direction, and turbulence play an important role during take-
off. We therefore estimate these values from measurements
of ground speed and airspeed, using pre-take-off ground data
as priors.

This part of our architecture can be extended easily, for ex-
ample, by a more accurate method of dynamic estimation of
wind (Langelaan, Alley, & Neidhoefer, 2010; Borup, Fossen,
& Johansen, 2016; Sharifi & Nobahari, 2016). Additional
sensors, like rotation sensors for the wheels, forward-facing
cameras, Radar, or Lidar could be used to provide additional
data on runway obstacles, state of the runway surface, mi-
crobursts, or wake turbulence. Finally, dynamic environmen-
tal data that are available from the ground station (e.g., from
the Automatic Terminal Information Service (ATIS)) could
be used to improve state and model-parameter estimation.

This state estimation and state construction component has
the task to dynamically estimate an extended state of the air-
craft, which includes current position s (along the runway),
kinematic speed VK , air speed VA, wind speed and direc-
tion VW , χW , thrust T , as well as aircraft failure information,
most notably engine and brake failures. A model-based fil-
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ter (Kalman or particle filter) is used to estimate the current
state of the aircraft and obtain the most likely parameters and
distributions. This model does not concern the entire aircraft
dynamics, but only such parts that are important during the
roll phase of take-off. It also can contain failure models with
certain analyzed failure modes. At each point in time t the
estimated state X̂t and the parameters θ̂t are fed into the pre-
diction/prognostics engine. Based upon expected future com-
mands u (e.g., engage full brake), a probability distribution of
the prognosed output is produced. In our case, the variables
of interest are the stopping distance srej for rejected attempts
and the distance s2 to the regulatory screen height.

Runway geometry and safety requirements govern if a take-
off or abort is considered safe or not. Here again, these cal-
culations are performed over a distribution of values, yield-
ing our desired probability distributions for required remain-
ing runway distances for take-off continue and take-off abort.
Then, a threshold is applied to yield a binary value. For
example, an abort should only be attempted, if its probabil-
ity for success under failures and uncertainties is larger than
0.999. This information is then used to drive the autonomous
decision-making component of the aircraft, which also uses
aircraft state and diagnosis results to make a decision (accep-
t/reject) according to the given rules and regulations. That
decision would then be executed by the on-board automatic
take-off control system. In this paper, we will focus only on
the prediction part and therefore will not discuss the thresh-
olding, decision-making, and automatic control system com-
ponent (dashed in Figure 4).

3.1. The Prediction Algorithm

We are using a Monte-Carlo prediction algorithm, which is
based upon a particle filter. Since there are no measurements
available for the forward prediction, no measurement update
on the state occurs. We initialize the N particles (usually
N = 200) with probabilistic values of the estimated aircraft
state Xt by directly resampling its probability distribution.
That way, uncertainties of the state estimator can be carried
over to the forward prediction.

Then the module performs, for each of the particles, a forward
prediction for up to a maximum of Nh steps, each forward-
ing the prediction time by, for example, 0.1 s. Each step in
the forward projection corresponds to the integration of the
model M , which is given as a set of differential equations
and probabilistic state machines (see Section 4 below). The
state machines govern the occurrence of failures, e.g., loss of
brake power, which can occur with a certain probability.

The entire execution of state estimation and construction, pre-
diction, as well as monitoring and thresholding is carried out
with a fixed rate on the on-board computer, for example, with
2 Hz. We are using a relatively low rate in order not to use too
many computational resources. Because the aircraft is mov-
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Auto Pilot
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ŝ2
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Θ̂t
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Figure 4. High-level architecture of the take-off monitoring
component

ing, the predictions need to be adjusted to compensate for the
delay in the calculation. For these short time periods, a simple
linear compensation is sufficient.

In our models, we are using probabilistic state machines. This
means that each particle carries a path probability P t

p denot-
ing the probability of the current system state at time t. All
particles are initialized with P 0

p = 1. At each update step
during prediction, we use

P t+1
p = P t

p · Px1→x2 (1)

where Px1→x2
is the probability of taking the transition be-

tween states x1 and x2 in the state machine. For example, we
might have Pon→off = 0.1 indicating the probability of the
brake becoming disengaged is 10%.

3.2. Resampling

During the execution of a particle filter, the probability den-
sity can decay, leading to an unfavorable density of particles.
In order to avoid such decay, particle filters can use resam-
pling, which is usually triggered when 1/

∑
w̄2

i < γN where
w̄i = wi/

∑
w are the normalized weights and γ a threshold,

e.g., γ = 0.5. A number of different resampling strategies
have been proposed in the literature (e.g., systematic resam-
pling, stratified resampling, multinomial resampling). Their
aim is to focus the particles toward areas with high probabil-
ities and weed out low-probability particles.
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For our prediction task, however, we have opposite goals: in-
stead of focusing on the likely areas of nominal operations,
we want to explore areas of low probability that might lead
into dangerous regions. For example, a brake failure has a
low probability, but it can lead to a dangerous runway over-
run. Therefore, that area should be explored with numerous
particles.

For our architecture, we developed the following resampling
mechanism: whenever the effective sample size with respect
to their path probability is lower than a threshold, we trigger
resampling. In this paper, we use γ = 0.5. During this activ-
ity, we retire all particles for which their velocity V (as part
of the state) is lower than a threshold. In our experiments, we
use 2 kts. Then all remaining particles are resampled with
their path probabilities as importance.

This rule is motivated by the fact that particles that are re-
tired correspond to safe states of the aircraft. If the velocity
is so low, the aircraft will stop in any case within a very short
distance, which can be ignored. After resampling we still
have the same total number N of active particles in the fil-
ter. Thus, after resampling, we obtain a substantially higher
particle density in “dangerous” regions. Figure 5 shows this
mechanism. Panel A shows the particle density over the dis-
tance srej during one prediction without resampling. Most
particles are found around the nominal behavior, where the
brake is operational and the aircraft stops after around 200 m.
Only very few particles are available to cover the areas of
srej > 1000 m, where actual runway overruns may occur. In
panel B, our resampling mechanism retires particles that are
considered safe (i.e., those below the curve). We therefore
obtain a suitable particle density in potentially dangerous re-
gions.

For the final calculation of the probability density function,
all retired particles must be taken into account. Overall, our
algorithm must store N +Nret particles, but only a constant
number of N particles are active and must be updated, saving
considerable computational resources.

4. PREDICTION MODELS

The architecture, which we have described in the previous
section, is model-based and requires a high number of model
evaluations. Besides the proposed Monte-Carlo-based parti-
cle filter algorithm in general any other prediction algorithm
can be applied that accounts for estimation of rare events such
as the Particle Filter Prognostics Subset Simulation (PFP-
SubSim) proposed by Chiachı́o, Chiachı́o, Sankararaman,
Goebel, and Andrews (2017). Nevertheless, independent of
the applied prognostics algorithm the overall computational
cost is highly influenced by the computational cost of the ap-
plied model being evaluated at a high frequency. Since the
monitoring has to be executed on-board in real-time and with
few sensors, there is a trade space of model accuracy, model

complexity, and the computational resources that are needed
to produce the predictions. The adequate choice of the model
for prediction in general is sensitive. Therefore, in this section
we propose models for the prediction of automatic take-off at
varying fidelity. In this paper, we look at 4 different models of
different accuracy, complexity, and ability to model failures.

4.1. Model M1

This simplistic model only uses the basic physics’ relation
that the braking distance is proportional to the square of the
speed. This model is described by

srej = 0.5
V 2
K

a
(2)

where a is the constant negative acceleration due to friction
and braking. In its closed form, the desired srej can be esti-
mated with minimal computational resources, but the model
is not good at handling noise or failures. Any failure can only
be expressed by different values of a.

Similarly, the acceleration is modeled with uniform accelera-
tion. The horizontal distance from the current position to po-
sition at which the velocity V2 is reached is given by s2. To
account for the required energy to climb to the screen height
href , an acceleration to an equivalent velocity V ′2 is calcu-
lated based on equal energy:

s2 = 0.5at22 + VKt2

t2 =
V ′
2−VK

a

V ′2 =
√
V 2
2 + 2ghref

(3)

where g is the gravity constant. In case of available wind
measurements, V2 can be replaced by V2 − VW to correct for
constant wind. The difference between horizontal distance
and slope distance are neglected.

4.2. Model M2

This model as well as the subsequent ones are described us-
ing differential equations; integration is performed during the
prediction. All models consist of two parts: a model to cal-
culate the stopping distance srej in the case the take-off is
rejected and a model for the successful take-off and the climb
to the screen height. The model M2 is based on point mass
dynamics in a kinematic frame, where the x-axis is aligned
with the kinematic velocity.

4.2.1. M2 for rejected take-off

This simplified model for the deceleration of the UAV in the
case the take-off attempt is rejected looks at the basic forces
and effects that influence its behavior. In this model, the tem-
poral development of the speed (deceleration) is governed by
several force components:
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A B

Figure 5. Relative density of active particles for distance s over time. (A) without resampling, (B) with resampling. Total
number of active particles N = 200.

Θrwy

Fdrag

FG

Flift

T

Figure 6. Wheel of aircraft and acting forces

• the (idle) thrust of the engine T . At the beginning of
the abort maneuver, the engine is set to idle but may still
generate some forward thrust. Also negative thrust might
be used, if available. Thrust is assumed to only act in the
direction of the kinematic velocity.

• the aerodynamic drag of the UAV Fdrag. This component
depends on the square of the airspeed, the drag coeffi-
cient CD, the reference surface of the aircraft, and the air
density ρ. Specific configurations, like settings of flaps
or air-brakes can influence this component (not consid-
ered here).

• the negative acceleration caused by friction and braking.
This component is most prominently influenced by the
force on the wheels and the friction of tires and brakes
(Figure 6): the force on the wheels is comprised of the
difference between the gravitational force FG (pointing
toward the center of the earth) and the upwards lift Flift,
caused by the uplift of the wings. Since the upward lift
again depends on the square of the speed, braking is less
effective at higher speeds.

• an acceleration caused by the tilting angle of the runway.
An ascending runway causes the UAV to stop earlier, a
descending runway makes it harder for the UAV to stop.

Our model M2 is described by

V̇K = g
FG

(

T

− 1
2ρSCDV

2
A

−µut(FG cos Θrwy − 1
2ρSCLV

2
A)

−FG sin Θrwy

) + ηa

(4)

where FG = mg is the weight depending on the vehicle mass
m, g the gravitational constant, VA is the aerodynamic ve-
locity, µ is the friction coefficient between tire and runway
surface, ut is the normalized brake setting (e.g., ut = 1), CL

is the lift coefficient, and ηa adds Gaussian noise.

With that model, our desired estimate srej can be obtained by
integration

srej =

∫ t0+tmax

t0

VKdt (5)

Note that effects due to wind are inherently accounted for by
using the aerodynamic velocity VA to calculate the aerody-
namic drag and lift forces.

4.2.2. M2 for accepted Take-off

The accepted successful take-off consists of three distinct
phases: the roll phase, the rotation phase, and the initial flight
phase. For the roll phase, where the aircraft is accelerating
and on the ground, we use the same model as Eq. 4, where
the thrust is maximal and the brakes are not engaged in the
nominal case. Rolling resistance is accounted for by setting
µr = µut, where µr is the rolling resistance coefficient. Fail-
ure cases, which are explored, concern low thrust (e.g., en-
gine failure), high (head) wind, and blocked brakes.
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During the rotation phase, the aircraft remains on the runway
until lift-off speed, approximately adhering to the same dif-
ferential equation as during acceleration. Simplifying, the air-
craft is assumed to lift off at V2 and uses all its excess power
to climb (Torenbeek & Wittenberg, 2009) according to

V̇K =
T−Fdrag

m − g sin γK
!
= 0

ḣ = VK
T−Fdrag

FG

ṡ = VK cos γK ,

(6)

where γK is the kinematic flight path angle. The simplifying
assumption means that we can set V̇K = 0. Integration can
be stopped upon reaching h = href .

4.3. Model M3

Model M3 is structurally similar to M2 but has submodels
for the spin-down of the engine and, more importantly, prob-
abilistic models for the runway surface, failures of the brake,
and engine failures.

Failures and thrust are represented using probabilistic mod-
els. The engine thrust T is governed by the throttle com-
mand. In our experiments, we assume that the decision to
reject take-off at time t0 immediately cuts the throttle.1 After
cutting power, the engines’ RPM and thrust quickly decrease
(Hynes, Hardy, & Sherry, 2007, Fig B-6), which is approxi-
mated by an exponential decay, which we model by Ṫ = λT
with a constant λ < 0.

The effectiveness of the brakes depends on two factors: wheel
slippage and brake failures. In our model, we approximate
wheel slippage, caused by wet or icy runways using a simple
Wiener process that enables and disables the brakes with a
certain probability. Figure 7 shows the probabilistic state ma-
chine and Figure 8 shows the development of the speed during
the brake maneuver for different probabilities and conditions
of the runway surface. This state machine is updated at each
time step during the prediction.

Brake failures can occur during deceleration of the UAV and
are modeled using a Poisson process with a given MTTF
(Mean Time To Failure) rate. In contrast to the process shown
above (Figure 7), transitions between effective and ineffective
brakes usually occur only once during a single brake maneu-
ver. Since the effect of such a brake failure is dramatic, in
particular if it occurs early, the resulting distribution of the
trajectories becomes bi-furcated and thus far from a Gaussian
distribution.

4.4. Model M4

The detailed dynamic model M4 of the aircraft gear is based
upon (Buhl, 2002). The dynamics model takes as input the
current state of the aircraft, the gear commands (e.g., gear set-

1Standards for piloted aircraft allow for a 2 seconds delay.
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Figure 7. Probabilistic finite state machine to describe the
brake status in M3.
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face condition µ and Pon.

ting down and locked, brake commands, nose wheel deflec-
tion), the surface state of the runway, the pressure of each tire,
as well as spring and damping characteristics of the struts.
Our aircraft has a nose gear with a nose wheel and a left/right
main gear with one wheel each. The wheels are connected
via struts to the body of the aircraft. Based upon the flight
dynamics model of the entire aircraft, the (vertical) forces on
the wheel struts are obtained. A table-based model of the fric-
tion coefficients, which depend on the tire pressure, the state
of the surface (dry, wet, icy), and the kinematic speed, is used
to calculate the friction forces. Together with the information
about how much the brakes are engaged, the model finally
calculates the horizontal acceleration. Again, a numerical in-
tegration yields horizontal speed and stopping distance. This
detailed model will also consider failure modes.

5. EXPERIMENTS

We illustrate the ability of our take-off monitor to predict
probability density functions for the stopping distance s by
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A B C

Figure 9. Probability density function for stopping distance s = sacc + srej over time during the acceleration phase. Red
triangles show the position of the aircraft at each time, black diamonds indicate the most likely stopping distance. The red line
marks the safe end of the runway lrwy − ss. (A) nominal under dry conditions with low probability of the brake failing, (B)
under mixed conditions with less reliable brakes, (C) reduced thrust (engine problem) causes slower acceleration.

running the monitor and prediction algorithm using model
M4 under various conditions of runway surface, brake fail-
ures, and reduction of thrust. Sensor noise is assumed to be
low and VW = 0. Figure 9 shows the detailed results. In
each panel, the red triangles show the current position of the
aircraft on the runway at time t of the roll phase. At t = 0
the aircraft starts to accelerate at the beginning of the runway.
The y-axis indicates the stopping distance s = sacc + srej
from the beginning of the runway. If an abort is to be made at
this point, brakes will engage and after some time the aircraft
will come to a complete stop. The distance srej depends on
noise, the state of the runway as well as possible brake fail-
ures. Our algorithm predicts a probability density function,
which is shown as colors; bright colors correspond to a high
probability. For the last time step, the corresponding distribu-
tion is plotted on the side of the panel.

Figure 9A shows a nominal situation with low noise and un-
certainties and a minimal probability for brake failure. The
probability density curve stays narrow and the aircraft most
likely comes to a standstill at around 500 m (black diamonds)
after a roll phase of 20 seconds. Figure 9B shows a nom-
inal situation with considerable uncertainties in the state of
the runway as well as a potential of the brakes failing. The
probability distribution is much wider and has some non-zero
areas for s > 1000 m, which can be attributed to an early
brake failure. If we assume that the safe usable length of the
runway is 1000 m (red line), the monitoring and decision de-
vice must take into account that there is some risk of a runway
overrun.

Finally, in Figure 9C, an unexpected reduction of thrust sub-
stantially lengthens the time until the speed of 40 kts would
be reached after about 40 seconds. At that time, the density
function indicates that with a probability of approximately
40%, a runway overrun would occur. Thus, it would be too
late to reject the take-off then. Since the probability func-
tions are predicted at each point in time, this decision can

be made much earlier, namely as soon as the probability of
an unsuccessful abort reaches a given threshold. In our case,
that decision could be made at around t = 30 s (green line).

6. RELATED WORK

Real-time take-off monitoring has been investigated at NASA
Langley (Srivatsan & Downing, 1987). Using pre-calculated
data and a model-based approach, the distance to reach rota-
tion speed and the required stopping distance are calculated
along with additional monitoring functions. The system does
not predict past VR and uses nominal performance for predic-
tion.

The automatic detection of a potential runway overrun or run-
way excursion has been mainly studied for aircraft landing.
For example, the Airbus ROPS (Runway Overrun Prevention
System) (Villaume & Lagaillarde, 2015) analyzes the current
state of the aircraft and warns the pilot if the runway may be
too short if conditions are wet, or if the runway is definitely
too short. This system, however, does not consider additional
failure cases. The algorithms underlying ROPS have not been
published. A similar system for predictive runway overrun
awareness and alerting is under development at Gulfstream
(Konrad, 2018).

In (Bukov & Bykov, 2017), the problem of predicting run-
way overruns during landing is addressed by minimizing a
cost function over a predictive model of the aircraft dynam-
ics. This approach makes it possible to dynamically calculate
stopping distances with error bars. Failures or environmental
influences are mentioned, but not handled explicitly.

Zhu, Wang, Chen, and Wu (2016) develop model and algo-
rithm to efficiently calculate the speed V1 for take-off and
the stopping distance for landing under different runway con-
ditions (wet and dry) and wind speed. As potential failure
modes, only ”one-engine-out” is considered.

8
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There is substantial work on the use of particle filters for
prognostics; for an overview see, e.g., (Jouin et al., 2016).
Most approaches discussed in the literature aim at the de-
termination of EOL or RUL for a component (e.g., battery,
ball bearing), rather than prognostics for an operational pro-
cedure. Our resampling schema that considers the safety of
the state of a particle in order to determine if it can be retired
is related to approaches described in (Orchard, Tang, Goebel,
& Vachtsevanos, 2009; Thrun, Langford, & Verma, 2002).

7. CONCLUSIONS AND FUTURE WORK

We have presented an architecture and models for the on-
board monitoring of the take-off procedure of an unmanned
aircraft. Using a prognostics-based approach, our system uses
a particle filter and Monte Carlo techniques to dynamically
calculate probability density functions for reaching the screen
height and the stopping distance for a rejected take-off under
uncertainties, varying runway conditions, and failures. This
information can be used by on-board software to decide, in
real time, if the take-off must be attempted or if it can be
safely rejected if necessary.

Future work will include the validation of this approach us-
ing a high-fidelity model and simulator of a realistic UAV. A
detailed assessment of the prediction capabilities and com-
putational cost of our models will be conducted to explore
possible trade-offs with the aim to show application on real-
time hardware. Furthermore, the evaluation of different pre-
diction algorithms such as the aforementioned PFP-SubSim
algorithm are planned. Finally, we are planning to study the
integration of additional on-board sensors (e.g., tire pressure,
wheel tachometer) to improve prediction accuracy. Our mon-
itoring approach can also be extended by optical, Lidar, and
Radar sensors that can help to dynamically detect additional
failure modes of the UAV, as well as potentially dangerous
situations like obstacles on the runway or wake turbulences
from preceding aircraft, thus ultimately increasing the safety
of automatic take-off.

ACKNOWLEDGMENTS

This research is funded by Bavarian Ministry of Economic
Affairs, Energy and Technology.

REFERENCES

Australian Transportation Safety Board. (2016). Wasp nest
blocks A330 pitot tube: emergency landing at Brisbane
(Tech. Rep. No. ATSB AO-2013-212).
Retrieved from https://news.aviation-safety.net/2016/
05/06/wasp-nest-blocks-a330-pitot-tube-emergency
-landing-at-brisbane/

Borup, K. T., Fossen, T. I., & Johansen, T. A. (2016). A
nonlinear model-based wind velocity observer for un-

NOMENCLATURE

CD drag coefficient
CL lift coefficient
FG aircraft weight
g gravity acceleration
h height
lrwy available length of runway
P probability
S wing reference area
srej stopping distance for rejected t.o.
ss safety distance to end of runway
s2 go distance for accepted take-off
T engine thrust
t time
VA airspeed
VLOF lift-off speed
VK kinematic speed
VR rotation speed
VW wind speed
V1 critical engine failure recognition speed
V2 take-off safety speed
γK kinematic flight path angle
Θrwy runway tilt angle
λ spin down coefficient for engine
µ friction coefficient
ρ air density

manned aerial vehicles. IFAC-PapersOnLine, 49(18),
276 - 283. (10th IFAC Symposium on Nonlinear Con-
trol Systems NOLCOS 2016)

Boston Globe. (2014). Takeoff is the second most dangerous
phase of flight.
Retrieved from https://www .bostonglobe .com/2014/
06/03/takeoff -second -most -dangerous -phase -flight/
rXNL2TUqnI79h6X359soML/story.html

Buhl, M. (2002). Simulation eines Flugzeugfahrwerkes (The-
sis). FSD, Technische Universität München.

Bukov, V. N., & Bykov, V. N. (2017). A predictive algorithm
for runway overrun protection. Journal of Computer
and Systems Sciences International, 56(5), 862–873.
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